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ABSTRACT 

 

Human reasoning is often conceived as an interplay between a more intuitive and deliberate thought 

process. In the last 50 years, influential fast-and-slow dual process models that capitalize on this 

distinction have been used to account for numerous phenomena—from logical reasoning biases, over 

prosocial behavior, to moral decision-making. The present paper clarifies that despite the popularity, 

critical assumptions are poorly conceived. My critique focuses on two interconnected foundational issues: 

the exclusivity and switch feature. The exclusivity feature refers to the tendency to conceive intuition and 

deliberation as generating unique responses such that one type of response is assumed to be beyond the 

capability of the fast-intuitive processing mode. I review the empirical evidence in key fields and show 

that there is no solid ground for such exclusivity. The switch feature concerns the mechanism by which a 

reasoner can decide to shift between more intuitive and deliberate processing. I present an overview of 

leading switch accounts and show that they are conceptually problematic—precisely because they 

presuppose exclusivity. I build on these insights to sketch the groundwork for a more viable dual process 

architecture and illustrate how it can set a new research agenda to advance the field in the coming years.  
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Short abstract: Influential fast-and-slow dual process models that capitalize on the distinction between 

more intuitive and deliberate thought processes have become increasingly popular in psychology, 

economics, philosophy, and related fields. This target paper clarifies that despite the popularity there is 

little empirical and conceptual support for foundational assumptions concerning the capabilities of the 
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fast-intuitive system and the mechanism that allows us to switch between fast-and-slow thinking. The 

paper presents a more viable dual process architecture and illustrates how it can set a new research 

agenda to advance our theorizing.     
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ADVANCING THEORIZING ABOUT FAST-AND-SLOW THINKING 

 

Sometimes thinking can be hard. As majestically portrayed in Rodin’s “The Thinker” sculpture, in these 

cases it will take us laborious inferencing to arrive at a problem solution. At other times, however, thinking 

can be surprisingly easy. If you ask an educated adult how much half of $100 is, in what city the Statue of 

Liberty is located, or whether a toddler should be allowed to drink beer, they can answer in a split second. 

At least since antiquity, such duality in our mental experiences has led to the idea that there are two types 

of thinking, one that is fast and effortless, and one that is slower and requires more effort (Frankish & 

Evans, 2009; Pennycook, 2017). This distinction between what is often referred to as a more intuitive and 

deliberate mode of cognitive processing—or the nowadays more popular “System 1” and “System 2” 

labels—lies at the heart of the influential “fast-and-slow” dual process view that has been prominent in 

research on human thinking since the 1960s (Evans, 2008; Kahneman, 2011). 

 It is presumably hard to overestimate the popularity of dual process models in current-day 

psychology, economics, philosophy, and related disciplines (Chater & Schwarzlose, 2016; Melnikoff & 

Bargh, 2018). As De Neys (2021) clarified, they have been applied in a very wide range of fields including 

research on thinking biases (Evans, 2002; Kahneman, 2011), morality (Greene & Haidt, 2002), human 

cooperation (Rand et al., 2012), religiosity (Gervais & Norenzayan, 2012), social cognition (Chaiken & 

Trope, 1999), management science  (Achtziger & Alós-Ferrer, 2014), medical diagnosis (Djulbegovic et al., 

2012),  time perception (Hoerl & McCormack, 2019), health behavior (Hofmann et al., 2008), theory of 

mind (Wiesmann et al., 2020), intelligence (Kaufman, 2011), creativity (Barr et al., 2015), fake news  

susceptibility (Bago et al., 2020), and even machine thinking (Bonnefon & Rahwan, 2020). In addition, the 

dual process framework is regularly featured in the popular media (Lemire, 2021; Shefrin, 2013; Tett, 

2021) and has inspired policy recommendations on topics ranging from economic development (World 

Bank Group, 2015), over carbon emissions (Beattie, 2012), to the Corona-virus pandemic (Sunstein, 2020).  
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The present paper tries to clarify that despite the popularity, a lot of the current day use of dual 

process models is poorly conceived. Foundational assumptions are empirically questionable and/or 

conceptually problematic. I argue that a core underlying problem is the exclusivity feature or the tendency 

to conceive intuition and deliberation as generating unique responses such that one type of response is 

exclusively tied to deliberation and is assumed to be beyond the reach of the intuitive system. For 

example, influential dual process accounts of biases in logical reasoning rely on exclusivity when 

attributing flawed thinking to a failure to correct an intuitively generated with a deliberate response 

(Evans & Stanovich, 2013; Kahneman, 2011). Likewise, dual process accounts of moral and prosocial 

reasoning rely on it to explain how intuitive emotional responses prevent us from taking the consequences 

of our actions into account (e.g., Greene, 2013; Greene & Haidt, 2002) or to clarify why people behave 

selfishly rather than cooperate (e.g., Rand et al., 2012). In the first section of the paper I review the 

empirical evidence in key fields and will show that although the exclusivity assumption might be 

appealing, there is no solid ground for it.   

In a second section, I focus on a conceptual consequence of the exclusivity feature. Any dual 

process model needs a switch mechanism that allows us to shift between intuitive and deliberate 

processing. Given that we can use two types of reasoning, there might be cases in which either one will 

be more or less beneficial. But how do we know that we can rely on an intuitively cued problem solution 

or need to engage in costly further deliberation? And when do we switch back to the intuitive processing 

mode once we start deliberating? I review popular traditional dual process accounts for the switch issue 

and show that they are conceptually problematic—precisely because they presuppose exclusivity. In a 

third section, l build on this insight and recent theoretical advances to sketch a more viable general dual 

process architecture that can serve as theoretical groundwork to build future dual process models in 

various fields. Finally, in a closing section, I use the model to identify new and outstanding questions that 

should advance the field in the coming years.  
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Before moving to the main sections, it might be a good idea to clarify my use of the nomenclature. 

I adopt the fast-and-slow dual process label as a general header to refer to models that posit an interaction 

between intuitive and deliberate reasoning processes. Dual process theories are sometimes opposed to 

single model theories. Both single and dual process theories focus on the interaction between intuition 

and deliberation. But they differ concerning the question as to whether the difference between the two 

types of processing should be conceived as merely quantitative or qualitative in nature (see De Neys, 

2021, for a recent review). My argument here is completely orthogonal to this issue (see section 4.7). My 

criticism and recommendations equally apply to single and dual process models. I stick to the dual process 

label simply because it is more widely adopted.  

There are also a wide range of labels that are being used to refer to the two types of reasoning 

that are posited by dual process models (e.g., Type 1/2, System 1/2, Heuristic/Analytic thinking, 

Associative/Rule-based thinking, Automatic/Reflective, Intuitive/Deliberate, etc.). I will stick here to the 

traditional labels “intuitive” and “deliberate” processing as well as the nowadays more popular “System 

1” and “System 2” processing. The system term can sometimes refer to a specific subtype of dual process 

models (Gawronski & Creighton, 2013). Here it is used in a generic, general sense. As in Kahneman (2011), 

System 1 and 2 processing can be interpreted as synonyms for the type of effortless intuiting and effortful 

deliberating that are traditionally contrasted in dual process theories.  

 

1. EXCLUSIVITY IN DUAL PROCESS MODELS  

 

As briefly introduced, the exclusivity feature refers to the tendency to associate intuitive and 

deliberate processing with the computation of unique responses. System 1 is believed to be responsible 

for generating a response X and System 2 is responsible for generating an alternative response Y. Critically, 
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here is the underlying exclusivity: Generation of the alleged deliberate response is by definition believed 

to be beyond the capacity of the intuitive System 1.  

This simple exclusive dichotomization is appealing. System 1 quickly provides us with one type of 

response. If we want to generate the alternative response, we will necessarily need to switch to effortful 

deliberation. By combining this with the human tendency to minimize cognitive effort (“cognitive 

miserliness”, e.g., Stanovich & West, 2000) one has a seemingly simple account of a wide range of mental 

processes. To illustrate, below I sketch in more detail how popular dual process models in various fields 

are relying on the exclusivity assumption. I focus on the dual process model of logical, moral, and prosocial 

reasoning since these have been among the most influential applications and allow me to demonstrate 

the generality of the findings. I present a brief introduction of the paradigmatic model in each field and 

then move to a discussion of the empirical evidence.   

 

1.1 LOGICAL, MORAL, AND PROSOCIAL DUAL PROCESS EXCLUSIVITY  

 

1.1.1 Logical reasoning bias  

 

One of the first fields in the cognitive sciences in which dual process models were popularized is 

research on “biases” in logical reasoning  (e.g., Evans, 2016; Kahneman, 2000, 2011; Wason, 1960; Wason 

& Evans, 1975). Since the 1960s numerous studies started showing that people readily violate the most 

elementary logical, mathematical, or probabilistic rules when a task cues an intuitive response that 

conflicts with these principles1.  

                                                           
1 I will use “logical” as a general header to refer to logical, probabilistic, and mathematical principles and 
reasoning. 
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For example, imagine that we have two trays with red and white marbles. There’s a small tray 

with 10 marbles of which one is red. There is also a large tray holding 100 marbles of which 9 are red. You 

can draw one marble from either one of the trays. If the marble is red, you win a nice prize. Which tray 

should you draw from to maximize your chances of winning? From a logical point of view, it is clear that 

the small tray gives you a 10% chance of drawing a red marble (1/10) whereas the large tray gives you 

only a 9% (9/100) chance. However, people often prefer to draw from the large tray because they 

intuitively tend to use the absolute number of red marbles as a shortcut or “heuristic” to guide their 

inferences (Epstein, 1994). Obviously, there are indeed more red marbles in the large tray than in the 

small tray (i.e., 9 vs 1). In case there would be the same number of white marbles in both trays, the simple 

absolute number focus would lead to a correct judgment. However, in the problem in question, there are 

also a lot more white marbles in the large tray. If you take the ratio of red and white marbles into account 

it is crisp clear that you need to draw from the small tray. Unfortunately, the available evidence suggests 

that in situations in which an intuitive association cues a response that conflicts with more logical 

considerations (e.g., the role of denominators or ratios), people seem to neglect the logical principle and 

opt for the intuitively cued conclusion (Kahneman, 2011)2. Hence, our intuitions often seem to lead us 

astray and bias our judgment.   

The dual process framework presents a simple and elegant explanation for the bias phenomenon 

(Evans, 2008; Kahneman, 2011). In general, dual process theorists have traditionally highlighted that 

taking logical principles into account typically requires demanding System 2 deliberation (e.g., Evans, 

2002, 2008; Evans & Over, 1996; Kahneman, 2011; Stanovich & West, 2000). Because human reasoners 

have a strong tendency to minimize demanding computations, they will often refrain from engaging or 

completing the slow deliberate processing when mere intuitive processing has already cued a response 

                                                           
2 For a recent illustration consider the widespread mistaken believe that Covid-19 vaccines are unsafe because more 
vaccinated than unvaccinated people are hospitalized (neglecting that the group of vaccinated people is far larger in 
most Western countries, e.g., Devis, 2021) 



9 
 

(Evans & Stanovich, 2013; Kahneman, 2011). Consequently, most reasoners will simply stick to the 

intuitive response that quickly came to mind and fail to consider the logical implications. It will only be 

the few reasoners who have sufficient resources and motivation to complete the deliberate computations 

and override the initially generated intuitive response, who will manage to reason correctly and give the 

logical response  (Stanovich & West, 2000). 

 This illustrates how the bias account critically relies on the exclusivity assumption. Taking logical 

principles in classic reasoning tasks into account is uniquely linked to deliberation. Because this is out of 

reach of the intuitive system, sound reasoning will require us to switch from System 1 to demanding 

System 2 processing—something that few will manage to accomplish. To avoid confusion, it is important 

to stress here that the exclusivity assumption does not entail that System 1 is always biased and System 

2 always leads to correct answers. Dual process theorists have long argued against such a simplification 

(Evans, 2011; Evans & Stanovich, 2013). Clearly, nobody will disagree that educated adults can intuitively 

solve a problem such as “Is 9 more than 1?” or “How much is 2 + 2?”. The hypothesis concerns situations 

in which the two systems are assumed to be generating conflicting responses. More generally, as any 

scientific theory, dual process models make their assertions within a specific application context. For the 

dual process model of logical reasoning, the application context concerns situations in which an intuitively 

cued problem solution conflicts with a logico-mathematical norm. The classic “Heuristics and Biases” tasks 

in the field (such as the earlier ratio bias problem with the two trays) all capitalize on such conflict and are 

designed such that they cue a salient conflicting intuitive heuristic response that is pitted against logical 

considerations. It is in such conflict cases that avoiding biased thinking is expected to require switching to 

System  2 deliberation.  

 

1.1.2 Dual process model of moral reasoning  
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The influential dual process model of moral cognition focuses on situations in which utilitarian 

and deontological considerations lead to conflicting moral judgments (e.g., is it acceptable to sacrifice one 

human life to save five others?). From a utilitarian point of view, one focuses on the consequences of an 

action. Harming an individual can be judged acceptable if it prevents comparable harm to a greater 

number of people. One performs a cost-benefit analysis and chooses the greater good. Hence, from a 

utilitarian perspective, it can be morally acceptable to sacrifice someone’s life to save others.  

Alternatively, the moral perspective of deontology focuses on the intrinsic nature of an action. Here 

harming someone is considered wrong regardless of its potential benefits. From a deontological point of 

view, sacrificing one life to save others is never acceptable. In a nutshell, the dual process model of moral 

reasoning (Greene, 2013; Greene & Haidt, 2002) has associated utilitarian judgments with deliberate 

System 2 processing and deontological judgments with intuitive System 1 processing. The core idea is that 

giving a utilitarian response to moral dilemmas requires that one engages in System 2 thinking and 

allocates cognitive resources to override an intuitively cued System 1 response that primes us not to harm 

others (Greene, 2007; Paxton, Ungar, & Greene, 2012). Hence, here too the exclusivity assumption is key:  

utilitarian reasoning is assumed to be out of reach of the intuitive system and requires a switch to costly 

effortful processing. 

 

1.1.3 Dual process model of prosocial reasoning  

 

 Finally, the dual process model of prosocial reasoning or human cooperation focuses on situations 

in which self-interest can conflict with the group interest (e.g., get more money yourself or share more 

with others). Some authors have claimed that making prosocial choices requires deliberate System 2 

control of our intuitive selfish impulses (e.g., DeWall et al., 2008; Knoch et al., 2006; Martinson et al., 

2014). Alternatively, others have argued that System 1 cues prosocial choices and it is only after 
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deliberation that we will seek to maximize our self-interest (e.g., Rand, 2019; Rand et al., 2012; Sanfey et 

al., 2003). However, despite the differences concerning which behavior is assumed to be favored by 

deliberation and intuition, both views are built on the same underlying exclusive dual process logic: 

Intuition will favor one type of behavior whereas making the competing choice will require slow, 

deliberate System 2 processes to control and correct the initial intuitive impulse (Isler et al., 2021; Wills 

et al., 2020).  

 To be clear, just like the dual process model of logical reasoning, dual process models of prosocial 

(and moral) reasoning also have a specific application context. As with logical reasoning, this context 

concerns prototypical cases in which the two systems are assumed to be generating conflicting responses. 

For example, dual process models of prosocial choice focus on anonymous decision settings (i.e., the 

identity of the decision-maker and recipient are never revealed and they only interact one single time, 

e.g., Rand et al., 2012). Clearly, even models that posit that prosocial (vs selfish) decisions require System 

2 processing would not dispute that the prosocial decision to share with one’s offspring, for example, can 

be made completely intuitively. Similarly, the dual process model of moral reasoning focuses on moral 

dilemmas that cue a strong moral transgression (e.g., killing). In some cases, the deontological option 

might be so trivial (e.g., is it acceptable to tell a white lie to save 5 people?) that it will not give rise to a 

proper conflict. In these non-conflict cases it would not be expected that a utilitarian judgment necessarily 

requires System 2 processing (Greene et al., 2001).  

 Note that the empirical evidence I will review in the following section always concerns the 

prototypical test and application context that the dual process models traditionally envisaged. The 

fundamental problem I will raise is that—in contrast to widely publicized initial reports—even in these 

cherished prototypical contexts there is no solid empirical ground for the exclusivity assumption. For 

completeness, I start by discussing the traditional evidence that has been cited in support of the exclusivity 

assumption and then move on to a discussion of more recent counter-evidence.  
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1.2 EMPIRICAL EVIDENCE  

  

Why have dual process models ever assumed the exclusivity feature? What empirical evidence 

was there to support it? The undisputed starting point here is that deliberation is defined as being more 

time and effort-demanding than System 1 processing. Hence, if the exclusivity assumption holds, one 

would expect that the alleged System 2 response will take longer than the intuitive System 1 response. 

Likewise,  generation of the alleged System  2 response should be more likely among those higher in 

cognitive capacity (and motivation to use this capacity). This would be consistent with the idea that the 

alleged System 2 response indeed requires slow, effortful deliberation. The introduction of traditional 

dual process models in various fields has typically been accompanied by correlational studies that 

supported these predictions (Trémolière et al., 2019). For example, from logical, over moral, to prosocial 

reasoning, various studies showed that people who give the alleged deliberate response indeed tend to 

take more time to answer and score higher on standard cognitive ability/disposition tests than people 

who give the alleged intuitive response (e.g., De Neys, 2006a, 2006b; Greene et al., 2001; Moore et al., 

2008; Paxton et al., 2011; Rand et al.,2012; Stanovich & West, 1998, 2000).  

In addition to correlational studies, dual process proponents have also pointed to experimental 

evidence coming from cognitive constraint paradigms in which people are forced to respond under time-

pressure or secondary cognitive load (e.g., concurrent memorization). The rationale here is again that 

deliberation requires more time and cognitive resources than System 1 processing. Consequently, 

depriving people of these resources by forcing them to respond quickly or while they are performing a 

capacity demanding secondary task, should make it less likely that the exclusive System 2 response can 

be generated. Across logical, moral, and prosocial reasoning studies, dual process proponents have indeed 

shown that these constraints often hinder the production of the alleged deliberate responses (e.g., 
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Conway & Gawronski, 2013; De Neys, 2006b; Evans & Curtis-Holmes, 2005; Rand et al., 2012, 2014; 

Trémolière et al., 2012).  In sum, the point of this short overview is that dual process theorists have not 

made their claims in an empirical vacuum. There are past findings that are consistent with the exclusivity 

assumption.  

 However, a first problem is that over the years these initial positive findings have not always been 

confirmed. Recent studies and large-scale replication efforts have pointed to negative findings and null-

effects  (e.g., Baron, 2017; Baron & Gurcay, 2017; Bialek & De Neys, 2017; Bouwmeester et al., 2017; 

Grossman & Van der Weele, 2017; Gurcay & Baron, 2017; Robison & Unsworth, 2017; Tinghög et al., 

2016). Available meta-analyses suggest that if there is an effect, it is very small. For example, Rand (2019) 

found that experimental manipulations that limited deliberation (and/or favored intuition) led on average 

to an increase of 3.1% prosocial choices (see also Kvarven et al., 2020). Likewise, in one of the largest 

studies to date on reasoning bias, Lawson et al. (2020) found that experimental constraints on a wide 

range of classic bias tasks led on average to a 9.4% performance decrease (from 62% to 52% accuracy). As 

Lawson et al. put it, this suggests that the alleged deliberate response can often be generated intuitively. 

Even when deliberation is prevented, the alleged deliberate response is still frequently observed. Hence, 

although there is indeed some evidence that deliberation pushes responses in the expected dual process 

direction (e.g., more alleged System 2 responses) it is becoming clear—contra the exclusivity 

assumption—that generation of the alleged unique System 2 response does often not require deliberation 

and is not uniquely tied to System 2.  

Critically, studies adopting new experimental paradigms have presented further direct evidence 

against the exclusivity assumption (De Neys & Pennycook, 2019). Perhaps most illustrative are studies 

with the two-response paradigm (Thompson et al., 2011). In this paradigm, participants are asked to give 

two consecutive answers to a problem. First, they have to answer as quickly as possible with the first 

response that comes to mind. Immediately afterward, they are shown the problem again and can take all 
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the time they want to reflect on it and give a final answer. To make maximally sure that the initial answer 

is generated intuitively, it typically has to be generated under time-pressure and/or cognitive load (Bago 

& De Neys, 2017; Newman et al., 2017). As with the cognitive constraints paradigms above, the rationale 

is that this will deprive participants of the very resources they need to engage in proper deliberation. 

Consequently, the paradigm gives us a good indication of which response can be generated intuitively and 

deliberately (Bago & De Neys, 2017, 2020; Raoelison et al., 2020; Thompson et al., 2011).  

 Under the exclusivity assumption, it is expected that people who generate the alleged System 2 

response as their final response will initially have generated the System 1 response in the first, intuitive 

response stage. That is, in the prototypical dual process test situation in which both systems are expected 

to cue a conflicting response, it is assumed that slow deliberation will need to correct and override the 

intuitively generated fast System 1 response. For example, in a classic bias task, it is hypothesized that 

people will initially generate the biased System 1 response but that sound reasoners will consequently be 

able to correct this once they are allowed to take the time to deliberate. To illustrate, take the infamous 

Cognitive Reflection Test (e.g., “A bat and ball cost $1.10 together. The bat costs $1 more than the ball. 

How much does the ball cost?”, Frederick, 2005). Here it is expected that sound reasoners will reason 

correctly precisely because they will take the time to reflect on their first hunch (“10 cents”) which allows 

them to realize that it is incorrect. It is this demanding deliberation or “reflection”  that is assumed to be 

crucial for generation of the correct answer (“5 cents”). However, two-response studies with these and 

other classic bias tasks have shown that this is typically not the case. Those reasoners who give the correct 

response as their final response after deliberation often already generate this same correct response at 

the initial, intuitive response stage (e.g., Bago & De Neys, 2017, 2019a; Buric & Konradova, 2021; Buric & 

Srol, 2020; Dujmovic et al., 2021; Raoelison et al., 2020; Thompson & Johnson, 2014). Hence, sound 

reasoners do not need to deliberate to correct an initial response, their initial response is already correct.  
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This same pattern has been observed during moral (Bago & De Neys, 2019b; Vega et al., 2021) 

and prosocial (Bago et al., 2021; Kessler et al., 2017) reasoning. People who generate the alleged System 

2 response (e.g., utilitarian moral decision or selfish prosocial choice) typically already generate this same 

decision as their intuitive response in the initial response stage. Hence, pace the exclusivity assumption, 

the alleged System 2 response is often already generated intuitively.   

 Related evidence comes from studies with the conflict detection paradigm (e.g., De Neys & 

Pennycook, 2019). This paradigm focuses specifically on those participants who give the alleged System 1 

response. The studies contrast people’s processing of classic prototypical problems (i.e., “conflict 

problems”) in which System 1 and 2 are expected to cue different responses and control “no-conflict” 

problems in which both systems are expected to cue the same response. For example, in a logical 

reasoning task such as the introductory ratio bias problem, a control problem could be one in which 

participants have to choose between a small tray with one red marble and a large tray with 11 (instead of 

9) red marbles. In this case both the absolute number of red marbles (9 vs 1) and the ratios (11/100 vs 

1/10) favor the large tray. In a moral reasoning study, a no-conflict control problem could ask whether it 

is acceptable to kill 5 people to save the life of 1 person (instead of killing 1 to save 5). Both utilitarian and 

deontological considerations will converge here in that the action is not permissible.  

By and large, conflict detection studies have found that on various processing measures,  

reasoners who give the alleged System 1 response typically show sensitivity to the presence of conflict 

with the alleged System 2 response. For example, they take longer and are less confident when solving 

classic “conflict” vs control “no-conflict” problems (e.g., Bialek & De Neys, 2016; Frey et al., 2017; Gangemi 

et al., 2015; Mata, 2020; Srol & De Neys, 2019; Vartanian et al., 2018; see De Neys, 2017, for a review but 

also Travers et al., 2016, or Mata et al., 2017, for negative findings). Hence, even people who give the 

alleged System 1 response seem to be processing the alleged System 2 response. Critically, this conflict 

sensitivity is also observed when potential System 2 processing is knocked out with experimental 
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constraints manipulations (e.g., Bago & De Neys, 2017; 2019b; Bialek & De Neys, 2017; Buric & Srol, 2020; 

Buric & Konradova, 2021; Johnson et al., 2016; Pennycook et al., 2014; Thompson & Johnson, 2014). In 

line with the two-response findings, this indicates that the alleged unique System 2 response is also being 

processed intuitively.   

 In sum, although the idea that intuitive and deliberate processing are cueing unique responses is 

appealing in its simplicity, taken together, the empirical evidence reviewed here indicates that there is no 

strong empirical ground for it. In the most influential dual process applications, the alleged System 2 

response does not seem to be out of reach of the intuitive System 1. Rather than positing unique 

responses in System 1 and System 2, it appears that System 1 can often handle both responses.  

 To avoid confusion, it is important to stress here that the above conclusion does not argue against 

the idea that deliberation can lead to generation of the alleged system 2 response. For example, the meta-

analyses I referred to often suggest that there is evidence for a small effect in the expected dual process 

direction (i.e., more alleged System 2 responses after deliberation). Also, the two-response data 

consistently indicate that there are cases in which an initial, intuitively generated response is replaced 

with the alleged System 2 response after deliberation. The point is that this is rare. More often than not, 

the alleged deliberate response tends to be generated intuitively. Exclusive deliberate generation of the 

alleged System 2 response seems to be the exception rather than the rule. This implies that any model in 

which generation of this response is exclusively or predominantly tied to the operation of the deliberate 

system will have poor empirical fit.  

 A possible general argument against the reviewed empirical evidence contra the exclusivity 

assumption is that we can never be sure that the study designs prevented all possible deliberation. For 

example,  it might be that the two-response studies still allowed some minimal deliberation during the 

initial response generation. It might be this minimal deliberation that drives the generation of the 

“alleged” System 2 response during the initial response stage. Here it should be noted that the two-
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response studies adopted the same constraint methodology and logic as the initial studies that were used 

to argue in favor of the exclusivity assumption. Moreover, whereas traditional studies used either time-

pressure or load manipulations, the two-response studies have combined both to further restrict potential 

deliberate intrusion (e.g., Bago & De Neys, 2017). In addition, control studies indicate that making the 

constraints even more challenging by increasing the load and decreasing the deadlines typically does not 

alter the results (e.g., Bago & De Neys, 2017, 2019b; Bago et al., 2021), suggesting that deliberation was 

successfully minimized in the design. Nevertheless, the point still stands that no matter how challenging 

the test conditions might be, we can never be completely sure that participants did not deliberate. The 

problem here is that the dual process framework does not give us an unequivocal threshold (i.e., longer 

than x seconds or less than x amount of load implies deliberation) that allows us to universally demarcate 

intuition and deliberation (Bago & De Neys, 2019a; De Neys, 2021).  Ultimately, this implies that exclusivity 

cannot be empirically falsified. As long one keeps on observing alleged System 2 responses under 

constraints, one can always argue that the constraints were not challenging enough. The general point is 

that the cognitive constraint evidence needs to be interpreted within practical, relative boundaries (Bago 

& De Neys, 2019a). In sum, although empirical evidence can question exclusivity and can point to a lack 

of strong supporting evidence, it can never rule it out completely. Therefore, in the next section, I will 

focus on a conceptual critique that underscores that positing exclusivity is fundamentally problematic for 

a dual process model.  

 

2. THE SWITCH ISSUE 

 

Although it might not be necessary to generate the alleged “System 2 response” per se, we 

sometimes clearly do engage in deliberation. Given that we can use two types of reasoning, there might 

be cases in which either one will be more or less beneficial. For example, in situations in which intuitive 
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and deliberate processing are expected to cue the same response (e.g., the “no-conflict” problems I 

referred to earlier), there is no need to waste precious resources by engaging in costly deliberation. But 

how do we know that we can rely on an intuitively cued problem solution or need to revert to 

deliberation? And when we do decide to engage in deliberation, at what point do we decide it is safe to 

switch back to the mere intuitive processing mode?  

Of course, there are some situations in which this is straightforward. One concerns cases in which 

we are faced with an entirely new problem we haven’t seen before and our intuitions are not cueing a 

response. Here, all we can do to arrive at an answer is to engage in deliberation. Likewise, there will be 

cases in which the decision is made for us. That is, in some situations we get external feedback that 

indicates that an intuitively cued response is problematic. Generally speaking, these are cases of 

expectancy violations. For example, imagine your superior told you that you are getting a new colleague 

named Sue. Given their name, you’d readily expect that Sue is female. If your officemate subsequently 

tells you that the new colleague is a man, you’ll presumably be surprised. Your System 1 has built up an 

expectation that is not met in the face of feedback. This expectancy violation will cue deliberation (Did 

you mishear the name? Was your colleague mistaken? Are Sue’s parents Johnny Cash fans3? Etc.). 

Unfortunately, the expectancy violation mechanism only works in case you’re actually getting feedback. 

In many situations this will not be available or we want reasoners to operate (and avoid mistakes) without 

external supervision. Hence, reasoners need an internal mechanism that signals a need to switch between 

mere intuitive and deliberate processing. 

My point is that traditional dual process models have failed to present a viable internal switch 

mechanism. Popular accounts are conceptually problematic and this can be directly tied to the exclusivity 

assumption.  I’ll clarify that as long as we posit exclusivity, it will always be hard for a dual process model 

to explain how reasoners can ever reliably determine whether there is a need to switch between intuitive 

                                                           
3 See the legendary Johnny Cash song “A boy named Sue” (Cash, 1969) 
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System 1 and deliberate System 2 processing.  I start by giving an overview of the dominant traditional 

switch views to clearly illustrate the problem.  

 

2.1 TRADITIONAL SWITCH ACCOUNTS  

 

2.1.1 The conflict monitoring System 2  

 

 Dual process models are typically—what is being referred to as—"default-interventionist” in nature 

(Evans & Stanovich, 2013; Kahneman, 2011). This implies that they posit a serial processing architecture. 

The idea is that we rely on System 1 by default and only turn on the costly deliberate system to intervene 

when it is needed. It is this feature that brings about the switch question, of course. The traditional 

solution is to assume that System 2 is monitoring the output of System 1 and will be activated in case of 

conflict between the two systems (Kahneman, 2011; Stanovich & West, 2000). Hence, System 2 will 

intervene on System 1 whenever the System 1 output conflicts with more deliberate System 2 

considerations. This idea is appealing in its simplicity. However, on second thought it is clear that it readily 

leads to a paradox (De Neys, 2012; Evans, 2019). To detect that our System 1 intuition conflicts with 

unique deliberate System 2 considerations, we would already need to engage System 2 first to compute 

the System 2 response. Unless we want to posit an all-knowing homunculus, System 2 cannot activate 

itself. Hence, the decision to activate System 2 cannot rely on the activation of System 2. The prototypical 

conflict monitoring System  2 account simply begs the question here (De Neys, 2012).   

 

2.1.2 Low effort deliberation  
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 A popular variant of the simple conflict monitoring System 2 position—or a workaround—is to 

posit that the monitoring relies on low-effort deliberation and not on full-fledged demanding System 2 

processing (De Neys & Glumicic, 2008; Kahneman, 2011). Whenever System 1 is cueing a response it will 

be passed on to System 2 which is by default in this non-demanding, low effort mode. If the low effort 

deliberation detects a conflict between System 1 and 2 processing, it will trigger deeper, high-effort 

deliberation (De Neys & Glumicic, 2008; Kahneman, 2011). Unfortunately, this simply pushes the 

explanatory burden one step forward. Clearly, if the low-effort mode suffices to generate a response 

against which the intuitive response can be contrasted, there is no need to postulate a unique high-effort 

deliberation (and to assume that the alleged System 2 response can only be computed by those highest 

in cognitive capacity, for example). In this case, everyone—even those lowest in cognitive capacity—

should be able to generate the non-demanding deliberate response and it should not be considered 

unique to System 2. However, in case we assume that generating the deliberate response does require 

proper demanding System 2 processing, we are back at square one and we cannot explain how the low-

effort System 2 processing detects conflict with the high-effort deliberate response in the first place. 

Hence, although it might sound appealing, the low-effort deliberation position does not present a viable 

processing mechanism.  

 

2.1.3 System 3 

       

One of the core problems of the conflict monitoring System 2 account is that System 2 is assumed 

to both generate a unique deliberate response and monitor for conflict between System 1 and 2 to make 

the switch decision. It serves multiple functions: response generation and monitoring/switching. One 

suggested solution is to attribute the monitoring and switch decision to a third type of System or process 

(i.e., System 3 or Type 3 processing, e.g., Evans, 2009; Houdé, 2019). Hence, System 2 computes a 
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deliberate response and System 3 compares the output of System 1 and 2. System 3 itself operates 

automatically and does not require the limited cognitive resources that System 2 needs.  In case System 

3 detects an output conflict, it will intervene, call for more deliberation and block the System 1 response. 

However, this solution still begs the question and leads to an infinite regression. To decide whether the 

System 1 output conflicts with the System 2 output, System 2 needs to be activated to compute a 

response, of course. Even an automatically operating System 3 cannot know whether there is a conflict 

between System 1 and 2 without engaging System 2 first.  

 

2.1.4 Parallel solution 

 

 A radically different solution to explain how we know that our intuition can be trusted or we need 

to engage in deliberation is to simply assume that System 1 and System 2 operate in parallel (Epstein, 

1994; Sloman, 1996). In contrast to the dominant serial view, parallel dual process models assume that 

intuitive and deliberate thought processes are always activated simultaneously when we are faced with a 

reasoning problem. Hence, just like intuitive processing, System 2 is always on. We always activate both 

reasoning systems from the start. Consequently, we also do not need a mechanism to decide whether or 

not we need to engage in deliberation and switch System 2 on.   

 The key problem is that the parallel account throws out the cognitive advantage of a dual process 

model (De Neys, 2012). That is, nobody contests that System 1 will often converge with System 2 and can 

cue sound decisions. Hence, in these cases there is no need to burden our precious cognitive resources 

with demanding System 2 activation. Consequently, a parallel model will often be wasting scarce 

resources in situations where it is not needed. From a cognitive economy point of view, this is highly 

implausible. Furthermore, in case the parallel System 1 and 2 computations do lead to conflicting 

responses, the fast System 1 will need to wait until the slow System 2 has computed its response to 
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register the conflict and decide which response to favor. But if the fast System 1 always waits for System 

2, we lose the capacity to reason and act fast. On the other hand, if the fast System 1 does not wait for 

System 2, how are we to know that the System 1 response is valid and does not conflict with System 2? 

Hence, just like its serial competitors, the parallel account leads to conceptual inconsistencies and fails to 

present a working processing account.  

 To avoid confusion, note that the problem for the parallel account is not the parallel activation of 

System 1 and 2 per se but the postulated continuous parallel activation of both systems. That is, the serial 

default-interventionist account also assumes that once System 2 is activated, System 1 remains activated 

and that the two systems will be running in parallel at this point. The key difference is that the serial model 

posits that there needs to be an initial phase in which people do not deliberate yet—and it is this feature 

that brings about the switch problem. One might be tempted to argue that a parallel model does not 

necessarily need to assume that System 2 is always on. When there is no longer a need for deliberation, 

System 2 could be switched off to avoid wasting resources and it may be turned on again whenever it is 

needed. But at this point, one will have re-introduced the switch issue and will need to explain how this 

decision is made. That is, such a “parallel” model throws out its conceptual advantage over the serial 

model (i.e., no need for a switch mechanism ) and faces the same difficulties as its rivals.   

 Relatedly, one may argue that even if System 2 is always on, it doesn’t always have to run to 

completion. Maybe it only provides some quick partial computations that suffice to generate a response 

and check whether it conflicts with the cued System 1 answer. Note that under this reading, the parallel 

model boils down to the low-effort-deliberation account (see 2.1.2 above) and will face the same 

problems: If low-effort or partial System 2 processing already allows generating an accurate proxy of the 

complete System 2 response, there is no need to assume that computation of the alleged unique System 

2 response is demanding and necessarily requires time and effort. But if more extensive System 2 

processing is necessary, it is not clear how the partial deliberations may ever reliably signal conflict.   
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2.1.5 Stuck-in-System-1 or No Switch account 

 

Finally, a last alternative possibility is to assume that people do not detect there is a need to 

engage System 2 and always stay in System 1 mode. In this “no switch” model, reasoners simply never 

internally switch from System 1 to System 2 themselves. People can use System 2 but only in case System 

1 does not cue a response or they are externally told to do so. Whenever System 1 cues a response they 

are bound to blindly rely on the intuitively cued problem solution. Hence, the account solves the switch 

question by positing that reasoners never switch. Such a model can explain why people often give the 

alleged System 1 response (e.g., why they are biased in the case of logical reasoning): They simply fail to 

detect there is a need to activate System 2 (e.g., Kahneman, 2011; Evans & Stanovich, 2013; Morewedge 

& Kahneman, 2010; Stanovich & West, 2000). Note that although the account might be questioned on 

empirical grounds (e.g., see the conflict detection findings in section 1), in contrast to the other accounts 

I reviewed it is at least conceptually coherent. It does not beg the question or introduce a homunculus. 

The problem, however, is that it only models half the story.  

 The “no switch “ model allows us to account for the behavior of people who give the alleged 

System 1 response, but it turns a blind eye to those who do give the alleged System 2 response. Indeed, 

although it might be rarer, there are always reasoners who arrive at the alleged System 2 response 

themselves. In general, the fact that there are two types of responses is a key motivation to posit an 

(exclusive) dual process model in the first place. Hence, one still needs to explain how these “System 2” 

responders managed to detect there was a need to engage System 2. Consequently, even in the Stuck-in-

System 1 account, the switch issue inevitably rears up its head again.  

 

2.2 TOWARDS A WORKING SWITCH SOLUTION   
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 The overview pointed to the fundamental conceptual problems that plague popular switch 

accounts in traditional dual process models. How can we avoid this conceptual muddle and arrive at a 

viable switch account? Any solution will have two necessary core components. First, we need to postulate 

that the internal switch decision is itself intuitive in nature. The switch decision needs to rely on mere 

System 1 processing. System 1 decides whether System 2 is activated or not. This avoids the paradox of 

assuming that to decide whether to engage in costly System 2 deliberation you already need to engage 

System 2 (De Neys, 2012; Evans, 2019; Stanovich, 2018). Second, and more controversially, we will need 

to discard the exclusivity feature. If we agree that System 1 takes the switch decision, the billion-dollar 

question then becomes how exactly it does this.  What informs the decision within System 1? My point is 

that solving this puzzle forces us to get rid of exclusivity. Instead of allocating unique responses to each 

system, we need to assume that the alleged System 2 response can also be cued by System 1. Hence, 

System 1 will be generating different types of responses or intuitions. One of these will be the traditional 

alleged System 1 response (e.g., a biasing heuristic, deontological, or prosocial intuition), the other one 

will be the traditional alleged System 2 response (e.g., logical, utilitarian, or selfish intuition). In case both 

intuitions cue the same response, the response can be given without further System 2 deliberation. In 

case the two intuitions cue conflicting responses, System 2 will be called upon to intervene.  

With these building blocks in hand, it is possible to present a conceptually coherent switch 

account. It will be conflict between competing intuitions within System 1 that will function as the trigger 

to switch on System 2. But clearly, by definition, the account can only work if the alleged System 2 

response is not exclusively calculated by System 2. If exclusivity is maintained, there is no way for System 

1 to be reliably informed about potential conflict with the exclusive System 2 response. An exclusive model 

is bound to fall prey to the same conceptual pitfalls that plague the traditional switch accounts.  
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 To avoid confusion, the point is not that exclusivity is impossible per se. Non-exclusivity is not a 

necessary prerequisite for a dual process model. The point concerns the necessary conceptual coupling 

between the exclusivity and switch features. A dual process model may posit exclusivity, but it will pay 

the price at the switch front. To remain coherent, a dual process model that posits exclusivity will also 

need to postulate that reasoners have no internal mechanism that allows them to switch from System 1 

to System 2 themselves (i.e., the Stuck-in-System-1 position). One cannot have their exclusive cake and 

eat it here. 

The good news is that the empirical evidence reviewed in section 1 indicates that the elementary 

conditions for the above switch mechanism may often be met. In key dual process applications there is 

evidence that the alleged System 2 response can indeed be processed more intuitively. Hence, the 

required building blocks for a coherent switch mechanism seem to be in place. However, although positing 

non-exclusivity might provide the building blocks, it clearly does not suffice to arrive at a workable model. 

For example, one may wonder why reasoners often still opt for the alleged System 1 response if the 

alternative response is also intuitively available? Relatedly, what exactly determines System 2 

engagement? Does the mere generation of two conflicting intuitions suffice per se? Does the amount of 

conflict matter? Furthermore, we do not only need to explain when reasoners will engage System 2 but 

also when they will stop doing so. That is, once we have activated System 2 it doesn’t stay activated 

forever.  At what point does a reasoner decide it is safe to revert back to System 1 processing then? In the 

following section, I sketch a general architecture that allows us to address these issues.  

 

3. A WORKING MODEL  

 

The model I develop here builds on emerging ideas from various authors working in a range of 

dual process application fields (e.g., Bago et al., 2021; Bago & De Neys, 2019b, 2020; Baron & Gurcay, 
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2017; De Neys & Pennycook, 2019; Evans, 2019; Pennycook et al., 2015;  Reyna et al., 2017; Stanovich, 

2018; Thompson & Newman, 2017; Trippas & Handley, 20174). Because these ideas often entail some 

revision of traditional dual process models they are sometimes collectively referred to as a Dual Process 

Theory 2.0 (De Neys, 2017). The current model presents a personal integration and specification of what 

I see as key features. I focus on a general, field-independent specification that can serve as a basic 

architecture for future models across various fields.  

The model has four core components which I will introduce in more detail below. Figure 1 

presents a schematic illustration.  

 

3.1 Intuitive activation 

 

The first component (illustrated in Figure 1.1) reflects the starting point that System 1 can be 

conceived as a collection of intuitively cued responses. For convenience, I  focus on the critical case in 

which two competing intuitions are being cued. These are labeled as intuition 1 (I1)  and intuition 2 (I2). 

These can be the alleged System 1 and alleged System 2 responses but in general, they can be any two 

intuitions that cue a different response. Each intuition is simply identified by the response it cues.  

 

  

                                                           
4 This does not imply that these authors agree with or can be held accountable for the claims made here. I simply 
want to acknowledge that my theorizing does not come out of the blue and was inspired by the thinking  of multiple 
scholars.   
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Figure 1. Schematic illustration of the working model’s core components. I1 = Intuition 1, I2 = Intuition 2, 
d = deliberation threshold. The dashed arrow indicates the optional nature of the deliberation stage.  

 
 

At each point in time, an intuition is characterized by its activation level or strength. The strength 

can change over time. Once an intuition is generated it can grow, peak, and decay. The y-axis in Figure 1.1 
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represents the intuition strength, the x-axis represents time. The peak activation strength of an intuition 

reflects how automatized or instantiated the underlying knowledge structures are (i.e., how strongly it is 

tied to its eliciting stimulus, e.g., Stanovich, 2018). The stronger an intuitive response is tied to its eliciting 

stimulus, the higher the resulting activation strength. This implies that not all intuitions will be created 

equal. Some might be stronger than others.  

But where do these intuitions and strength differences come from? Although it is not excluded 

that some intuitive associations might be innate, the working model postulates that intuitive responses 

primarily emerge through an automatization or learning process. Throughout development, any response 

might initially require exclusive deliberation but through repeated exposure and practice this response 

will become compiled and automatized (e.g., Shiffrin & Schneider, 1977). Note that whereas such a claim 

is uncontroversial for the alleged System 1 response in traditional dual process models (e.g., Evans & 

Stanovich, 2013; Rand et al., 2012), it is assumed here that it also applies to the alleged System 2 response. 

The rationale is that in most dual process fields, adult reasoners have typically already been exposed to 

the System 2 response through education and daily life experience. For example, the ratio principle in the 

introductory ratio bias task is explicitly taught during elementary and secondary education (e.g., 

fractions). Likewise, children will have had many occasions to experience that selfish behavior has often 

negative consequences (e.g., if you don’t share with your little brother your mom and dad will be mad, 

your brother will be less likely to share with you in the future, etc.). Hence, through repeated exposure 

and practice an original System 2 response may gradually become automatized and will be generated 

intuitively (De Neys, 2012). But because not every response will have been equally well automatized or 

instantiated, strength differences may arise, and not every eliciting stimulus will cue the associated 

response equally well in System 1.   
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Note that the eliciting stimulus can be any specific problem feature. For example, when solving 

the ratio bias problem with the marbles and trays, the absolute number information (e.g., “1 red marble 

in small tray, 9 red in large tray”) might give rise to one intuition (e.g. “pick large”) and the ratio 

information (e.g., “1 out of 10 red vs 9 out of 100 red”) might give rise to a conflicting one (e.g., “pick 

small”). In a moral reasoning problem, the information that an action will result in harm (e.g., a  person 

will die) can cue a deontological intuition (e.g., “action not acceptable”) and the subsequent information 

that it may prevent more harm (e.g., “if nothing done, 5 people will die”) an utilitarian one (e.g., “action 

acceptable). Hence, the intuition 1 (I1) and intuition 2 (I2) labels in the illustration simply refer to the 

temporal order in which the intuitions accidentally happened to be cued. They bear no further 

implications concerning the nature of the intuition per se.  

 

3.2 Uncertainty monitoring  

 

 The second component of the model is what we can refer to as an uncertainty monitoring process. 

The idea is simply that System 1 will continuously calculate the strength difference between activated 

intuitions. This results in an uncertainty parameter U. The more similar in strength the competing 

intuitions are, the higher the resulting experienced uncertainty. Once the uncertainty reaches a critical 

threshold (represented by d in Figure 1.2), System 2 will be activated. However, in case one intuition 

clearly dominates the other in strength, the resulting uncertainty will be low and the deliberation 

threshold will not be reached. In that case, the reasoner will remain in System 1 mode and the dominant 

intuition can lead to an overt response without any further deliberation.  

 This explains why postulating non-exclusivity and assuming that the traditionally alleged System 

2 response can also be generated intuitively does not imply that reasoners will always opt for the alleged 

System  2 response. For different individuals and situations, the strength of the competing intuitions can 
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differ. Sometimes the alleged System 1 intuition will dominate. Consequently, although the presence of a 

competing intuition that cues the alleged System 2 response will result in some uncertainty, this may not 

be sufficient to engage System 2. In the case of logical reasoning bias, for example, this explains why some 

reasoners may detect that their dominant intuitive answer is questionable but nevertheless will fail to 

engage in further deliberation to double-check and correct it.  

A possible mathematical representation of the uncertainty parameter is: U = 1 – |I1 – I2|. U stands 

for uncertainty and can range from 0 to 1. I1 and I2 represent the strength of the respective intuitions. 

The strength can also range between 0 and 1. The vertical bars (|) denote we calculate the absolute 

difference. Hence, the more similar the activation strength, the smaller the absolute difference and the 

higher the uncertainty will be.  

A simple analogy might clarify the basic idea. Imagine that as part of a lunch combo, a local 

cafeteria offers its customers a choice between two desserts: ice cream or a cupcake. John is fond of ice 

cream but really dislikes cupcakes. Hence, John will readily choose the ice cream without giving it any 

further reflection. Steve, however, likes both equally well. When presented with the two options, Steve’s 

decision will be harder and require deeper deliberation. For example, he might try to remember what he 

had last time he ate at the cafeteria and decide to give the other option a try. Or he might try to look for 

arguments to help him make a decision (e.g., “The cupcake has blueberries in it this week. Blueberries are 

healthy. Better take the cupcake.”). Just like the strength of our food preferences, the activation strength 

of our intuitions will similarly determine whether or not we will deliberate about our response.  

Note that although I focus on two competing intuitions, the monitoring also applies in case there 

is only one or no intuition cued. For example, if a reasoner is being faced with an entirely new problem 

for which System 1 does not cue a response, the absolute difference factor will equal 0 (i.e., the intuition 

strength equals 0), the resulting uncertainty will be maximal (e.g., U = 1 – 0), and System 2 will be called 

upon to compute and answer. If a problem only cues one single intuition (or both intuitions cue the same 
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response), the difference factor will equal its strength (e.g., .8). Consequently, if the strength is high, the 

uncertainty will be low (e.g., U = 1 - .8) and the cued response can be selected without further deliberation. 

Conversely, a weaker intuition will result in a higher uncertainty, which increases the likelihood that the 

deliberation threshold is crossed, System 2 is activated and the reasoner engages in additional 

deliberation about the problem.  Finally, one may also envisage cases in which more than two intuitions 

are simultaneously activated. If there is one intuition that clearly dominates, the strength difference will 

be high and no further deliberation will be engaged. In case the differences are more diffuse, deliberation 

will likewise be triggered.  

 It is important to recap that uncertainty monitoring is a core System 1 process. It operates 

effortlessly without any System 2 supervision. For illustrative purposes, it is represented as a separate box 

in Figure 1. It can be functionally isolated but at an implementation level there is no need to postulate a 

different type of system or processing. It should also be clear that deliberation is always optional; it will 

only be engaged when the uncertainty monitoring deliberation threshold is reached. This is represented 

in Figure 1 by the dashed arrow between the uncertainty monitoring and deliberation component.  

  

3.3 Deliberation 

 

The third component is System 2 activation. It is at this stage (and this stage only) that the 

reasoners will engage in slow, demanding deliberation. Deliberation can take many forms. For example, 

one classic function is its role as response inhibitor (e.g., De Neys & Bonnefon, 2013; Evans & Stanovich, 

2013). Here attentional control resources will be allocated to the active suppression of one of the 

competing intuitions. In addition, some authors have pointed to the algorithmic nature of deliberation 

and its role in the generation of new responses (e.g., Houdé, 2019). In this case System 2 allows us to 

retrieve and execute a stepwise sequence of rules. For example, when we have to multiply multiples of 
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10 (e.g., “How much is 220 * 30?”), we can use a multiplication algorithm (e.g., multiply the non-zero part 

of the numbers, i.e., 22 * 3 = 66;  count the zeros in each factor, i.e., 2;  add the same number of zeros to 

the product, i.e., 6600) to calculate an answer. While we’re executing each step we need to memorize the 

results of the previous steps which will burden our attentional resources. When System 1 does not readily 

cue an intuitive response, such algorithmic System 2 deliberation allows us to generate an answer.  

Likewise, some authors have also pointed to the role of deliberation in a justification or 

rationalization process (Bago & De Neys, 2020; Evans, 2019; Evans & Wason, 1976; Pennycook et al., 2015; 

see also Mercier & Sperber, 2011; Cushman, 2020).  In this case we will deliberate to look for an explicit 

argument to support an intuition. This explains why engagement of System 2 does not imply that the 

alleged System 2 response will be generated. Reasoners can also use their cognitive resources to look for 

a justification for the alleged System 1 intuition (e.g., the incorrect “heuristic” intuition in logical reasoning 

tasks). More generally, this underscores the argument that System 2 engagement does not “magically” 

imply that the resulting response will be “correct”, “rational”, or “normative” (De Neys, 2020; Evans, 2009, 

2019).  It simply implies that a reasoner will have taken the time and resources to explicitly deliberate 

about their answer.   

 Clearly, none of these roles need to be mutually exclusive. Deliberation might entail a 

combination of response suppression, generation, justification, or additional processes. Whatever the 

precise nature of deliberation may be, what is critical for the current purpose is the outcome or result. 

The key point is that deliberation will always operate on System 1 in that it will modulate the strength of 

the different activated intuitions in System 1 (or generate a new intuitive response altogether). 

Consequently, although it is possible to have System 1 activation without System 2 activation, the reverse 

is not true. During deliberation, the effortless System 1 remains activated and deliberation will operate 

on its strength representations. As I will explain in more detail below, it is this feature that provides us 

with a mechanism to stop System 2.  
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3.4  Feedback 

 

A last component of the model is what we can refer to as a feedback loop. A reasoning process 

does not stop at the point that one starts to deliberate. Traditionally, dual process models have mainly 

focused on the question as to how we can know when to engage System  2. The question as to how we 

know we can stop System 2 engagement has received far less attention. Clearly, a viable switch account 

requires us to address both questions. When we activate the effortful System 2, at some point we will 

need to revert back to System  1. Hence a working dual process model needs to specify when System 2 

will be switched on and off. Put bluntly, we not only need to know what makes us think (Pennycook et al., 

2015) but also what makes us stop thinking.  

The simple idea I put forward here is that of a feedback loop. System 2 operates on the strength 

representations in System 1 such that the outcome of System 2 processing is fed back into System 1. 

Hence, because deliberation will act on the strength representations, it will also affect the uncertainty 

parameter. For example, if we deliberately suppress one of two competing intuitions, this will decrease 

its activation level. Because of this decrease, the activation difference with the non-suppressed intuition 

will increase. As a result, the uncertainty parameter will decrease. At the point that the uncertainty falls 

below the deliberation threshold, System 2 deliberation will be switched off and the reasoner will return 

to mere System 1 processing.  

 In other words, in essence, the critical determinant of System 2 engagement is the uncertainty 

parameter. As soon as it surpasses the deliberation threshold, the reasoner will start deliberating. System 

2 deliberation will extend for as long as the uncertainty remains above the threshold. As soon as the 

uncertainty drops below the threshold, deliberation stops, and the reasoner will revert to mere System  1 

processing. Hence, it is the uncertainty parameter that determines the extent of deliberation. Figure 2 
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tries to illustrate this core idea. The figure sketches a situation in which initially only System  1 is activated 

and two intuitions are generated, a first intuition (I1) and slightly later a second intuition (I2). The 

activation strength of the two intuitions gradually increases. Initially, there is a large activation difference  

 

 
 
Figure 2. Illustration of the idea that the strength interplay of conflicting intuitions determines uncertainty 
and the extent of deliberation. I1 = Intuition 1, I2= Intuition 2, d = deliberation threshold, t1 & t2 = time 
points at which the deliberation threshold is crossed. The gray area represents the time during which 
System 2 deliberation will be engaged.   
 
 

between I1 and I2 and consequently, the U parameter will be low. However, at a certain point I1 plateaus 

whereas I2 is still increasing. Consequently, their activation strength becomes more similar, U will 

increase, and the deliberation threshold will be crossed. At this point (t1), System 2 will be activated. This 

activation will modulate the strength through deliberate suppression, rationalization, etc. This may 

decrease or increase the activation strengths and uncertainty parameter. As long as the uncertainty 

parameter remains above the threshold, System  2 activation will be extended (represented by the grey 

bar in Figure 2). At a certain point (t2 in the figure), the activation difference will be sufficiently large again 

such that the uncertainty falls below the threshold and the reasoner switches back to pure System 1 

processing.  
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To avoid confusion, it is important to stress that deliberation does not necessarily need to lead to  

a decreased uncertainty (or “conflict resolution”) per se. Deliberation can also increase uncertainty and 

lead to more deliberation. For example, one can think of a situation in which initially a single weak intuitive 

response is cued. This leads to high uncertainty and System 2 engagement. Subsequently, algorithmic 

processing leads to the generation of a new, competing response. This response will also be represented 

in System 1 and have a specific strength. Depending on the specific activation levels, the net result might 

very well be more rather than less uncertainty which will lead to further deliberation. Alternatively, 

imagine that during logical reasoning on a classic bias task, a reasoner generates both a logically correct 

and incorrect (“heuristic”) intuition. The heuristic intuition is only slightly stronger than the logically 

correct one and the resulting uncertainty triggers System 2 deliberation. During deliberation the reasoner 

looks for a justification for the heuristic intuition but does not find one. As a result, its strength will 

decrease making it even more similar to the logical intuition. Consequently, the uncertainty will increase 

and deliberation will be boosted rather than stopped. These are illustrative examples but they underscore 

the core point that there is no necessary coupling between deliberation and uncertainty reduction or 

resolution per se. The point is that the feedback mechanism guarantees that deliberation can reduce 

uncertainty and thereby stop System 2 engagement.   

 In the full model sketch in Figure 1, the feedback component—just like the uncertainty monitoring 

component—is represented in a separate box. Just as with the uncertainty monitoring component, it can 

be functionally isolated but there is no need to postulate a different type of system or type of processing. 

Feedback results from System 2 processing but the critical updating of the System 1 representations itself 

occurs automatically and does not require additional cognitive resources.  In this sense it is a System  1 

process. At the same time, the feedback component also underscores that in practice, thinking always 

involves a continuous interaction between System  1 and System  2 activation. At a specific isolated point 

in time we’ll be either in System  2 mode or not but this split-up is always somewhat artificial. In practice, 
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reasoning involves a dynamic interaction between the two systems. System 1 can call for System  2 

activation which will operate on System 1 which can lead to more or less System  2 operation which will 

further affect System 1 operations. This dynamic interaction is represented by the flow arrows in Figure 

1.  

 

3.5 Working guidelines  

 

 The combined intuitive activation, uncertainty monitoring, deliberation, and feedback 

components sketch the basic architecture of a dual process model that can explain how people switch 

between System 1 and System 2 thinking. The model sketch also allows us to delineate some more general 

principles that a working dual process model needs to respect: First, the model needs to be default-

interventionist in nature. The idea of a parallel model in which System 1 and 2 are always activated 

simultaneously is both empirically and conceptually problematic. A dual process model should not assume 

that System 2 is always on. There will always need to be a processing stage in which the reasoner remains 

in mere System 1 mode. Second, because System 2 cannot always be on, the model needs to specify a 

switch mechanism that allows us to decide when System 2 will be turned on (and off). Third, while it is 

critical that there is a state in which System 1 is activated without parallel System 2 activation, the reverse 

does not hold. During System 2 activation, System 1 always remains activated. System 2 necessarily 

operates on the System 1 representations. This modulation ultimately allows us to stop deliberating. 

Fourth, a viable internal switch account implies that the model will be non-exclusive. As soon as we posit 

exclusive responses that are out of reach of the intuitive system, it will be impossible for the reasoner to 

accurately determine whether there is a need to generate the exclusive deliberate response when they 

are in the intuitive processing mode. In case exclusivity is nevertheless maintained, the model necessarily 

posits that there is no reliable internal switch mechanism.  
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 If these features or principles are not met, the model will not “work” and cannot qualify as a 

proper dual process model that allows us to explain how intuition and deliberation interact. As such, the 

model sketch may help to separate the wheat from the chaff when evaluating future dual process 

accounts.   

 

4. PROSPECTS 

 

I referred to the architecture I presented as a working model. This label serves two goals. On one 

hand, it stresses that the model “works” in that it presents a viable account that avoids the conceptual 

pitfalls that plague traditional dual process models. However, on the other hand, the “working” also refers 

to its preliminary status—the model is a work-in-progress. The current specification is intended as a first, 

high-level verbal description of the core processes and operating principles.  Clearly, the model will need 

to be further fleshed out, fine-tuned, and developed at a more fine-grained processing level. In this section 

I point to critical outstanding questions that will need to be addressed. These queries have remained 

largely neglected in the dual process field. As such, the section can also illustrate the models’ potential to 

identify and generate new research questions and set the research agenda in the coming years. 

 

4.1 Uncertainty parameter specification   

 

The working model specifies the uncertainty parameter U as the absolute strength difference 

between competing intuitions (i.e., U = 1 – |I1 – I2|). This is most likely an oversimplification. For example, 

the current model does not take the absolute activation level into account. That is, two weak intuitions 

that have the same strength level (e.g., both have activation level 0.1 out of 1) are assumed to result in 

the same level of uncertainty as two strong intuitions that have the same strength level (e.g., both have 
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activation level .9 out of 1). If two intuitions have trivially small activation levels, one may wonder whether 

potential conflict requires or warrants deliberation. It is not unreasonable to assume that we would 

primarily allocate our precious cognitive resources to the most highly activated or most intense conflicts. 

One way to account for this feature would be to incorporate the absolute strength level into the U 

parameter. For example, by multiplying the absolute difference with the individual strength levels such 

that U = (1 – |I1 – I2|) * I1 * I2. Under this specification, conflict between stronger intuitions will be 

weighted more heavily and result in more uncertainty. 

 Likewise, one may wonder whether the variability of the strength levels is taken into account. 

Imagine two situations in which upon generation of competing intuitions the uncertainty parameter 

reaches the deliberation threshold after one second. In the first case, the intuition strength levels 

gradually change such that the U parameter gradually increases until the deliberation threshold is 

reached. With every unit of time, the uncertainty smoothly increases. Contrast this with a case whereby 

the strength levels are highly variable and constantly shoot up and down. For example, imagine that 

initially the uncertainty steeply rises but after a couple of milliseconds it steeply drops, then rises again, 

drops, and then rises again before it ultimately crosses the threshold. In theory, this variability may be 

informative. Strength instability might signal an increased need for deliberation. Such a feature could be 

integrated into the model by factoring strength variability into the U parameter such that, for example,  U 

= (1 – |I1 – I2|) * V(I1) * V(I2). The V factor then simply reflects the variability of the strength level over 

an elapsed period of time ( e.g., standard signal deviation). Consequently, more variability will result in 

more uncertainty and faster deliberation engagement.  

 In the same sense, in theory, the uncertainty may be impacted by the intuition rise time or 

strength slope. That is, imagine two intuitive responses that have the exact same peak strength level at a 

certain point in time. However, it took the first response twice as long to reach that level as the second 

response. In other words, the slope of the strength function of the first intuition will be much lower than 
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that of the second intuition (i.e., the second one is steeper). Is this factored into the uncertainty equation? 

Or is the slope simply invariant (i.e., intuitive strength always rises at a fixed rate)? These are open queries 

but illustrate how the working model generates new research questions that have hitherto remained 

unexplored in the dual process field.  

Currently, these suggestions or hypotheses remain purely speculative. The absolute strength 

level, strength variability, slope, and other factors might or might not affect the uncertainty parameter. 

This remains to be tested and empirically verified. The point is that, in theory, the model can be updated 

to account for these refinements, and pinpointing the precise signal or strength characteristics that affect 

the experienced uncertainty should be a promising avenue for further research.  

 

4.2 Nature of non-exclusive System 1 and 2 responses  

 

 In a non-exclusive model there is no unique, exclusive response in System 2 that can only be 

generated through deliberation. Any response that can be computed by System  2 can also be computed 

by System 1. However, it is important that this equivalence is situated at the response or outcome level. 

Generating a logically correct response in bias tasks, making a utilitarian decision during moral reasoning, 

or deciding between a selfish or prosocial decision in a cooperation task, can all be done intuitively. But 

this does not imply that the intuitive and deliberate calculation of the responses is generated through the 

same mechanism or has the same features. Indeed, given that one is generated through a fast automatic 

process and one through a slow deliberate process, by definition, the processing mechanisms will differ. 

To illustrate, consider one is asked how much “3 * 10” is. For any educated adult, the answer “30” will 

immediately pop up through mere intuitive processing. An eight-year-old who starts learning 

multiplication will initially use a more deliberate addition strategy (e.g., 3 times 10 equals 10 + 10 + 10; 10 

+ 10 equals 20, plus 10 is thirty). Both strategies will result in the same answer, but they are generated 
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differently and do not have the same features. For example, the intuitive strategy might allow the adult 

to respond instantly but when asked for a justification even adults might need to switch to a more 

deliberate addition strategy (“well, it’s 30 because 10 + 10 + 10 is thirty”). Hence, non-exclusivity does not 

entail that there is no difference between intuition and deliberation. The point is that intuition and 

deliberation can cue the same response.  

 However, it will be important to pinpoint how exactly the non-exclusive System 1 and System 2 

responses differ. For example, one of the features that is often associated with deliberation is its cognitive 

transparency (Bonnefon, 2018; Reber & Allen, 2022). Deliberate decisions can typically be justified; we 

can explain why we opt for a certain response after we reflected on it. Intuitive processes often lack this 

explanatory property: People tend to have little insight into their intuitive processes and do not always 

manage to justify their “gut-feelings” (Marewski & Hoffrage, 2015; Mega & Volz, 2014). Hence, one 

suggestion is that non-exclusive System 1 and 2 responses might differ in their level of transparency (e.g., 

De Neys, 2022). For example, in one of their two-response studies on logical reasoning bias, Bago and De 

Neys (2019a) also asked participants to justify their answers after the initial and final response stage. 

Results showed that reasoners who gave the correct logical response in the final response stage typically 

managed to justify it explicitly. However, although reasoners frequently generated the same correct 

response in the initial response phase, they often struggled to justify it. Bago and De Neys (2019b) 

observed a  similar trend during moral reasoning;  although the alleged utilitarian System  2 response was 

typically already generated in the intuitive response stage, sound justifications of this response were more 

likely after deliberation in the final response stage. Hence, a more systematic exploration of the role of 

deliberation in response explicitation or justification seems worthwhile.  

 Likewise, one may wonder what the exact problem features are that System 1 reasoning exploits 

to generate the alleged System 2 response. For example, it has been suggested that computation of 

correct intuitive responses during deductive reasoning may rely on surface features that closely co-vary 
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with the logical status of a conclusion rather than logical validity per se (Ghasemi et al., 2022; Meyer-

Grant et al., 2022; Hayes et al., 2022). In this sense, intuitive logical reasoning would serve to calculate a 

proxy of logical reasoning but not actual logical reasoning. These questions concerning the precise nature 

of non-exclusive System  1 intuitions should help to fine-tune the model in the coming years.  

 

4.3 System 2 automatization 

  

The working model posits that the critical emergence of a non-exclusive “alleged System 2” 

intuition within System 1 typically results from a developmental learning or automatization process. 

Through repeated exposure and practice, the System 2 response will gradually become automatized and 

will be elicited intuitively (De Neys, 2012; Stanovich, 2018).  The basic idea that an originally deliberate 

response may be automatized through practice, is theoretically sound (e.g., Shiffrin & Schneider, 1977) 

and well-integrated in traditional dual process models (e.g., Evans & Stanovich, 2013; Rand et al., 2012). 

 However, although the automatization idea might not be unreasonable, there is currently little 

direct evidence to support it (De Neys & Pennycook, 2019). This points to a need for developmental 

research to test the emergence of these new intuitions (e.g., Raoelison et al., 2021).  Likewise, individual 

differences in the strength of intuitions might be linked to differences in response automatization. People 

might differ in the extent to which they have automatized the System  2 operations. To test this idea more 

directly, one may envisage training studies in which the activation level or automatization is further 

boosted through practice. Although there have been some recent promising findings in this respect 

(Boissin et al., 2021; Purcell et al., 2020),  a more systematic exploration is key.  Such work may have 

critical applied importance. Rather than training people to deliberate better to suppress faulty or 

unwanted intuitions, we might actually help them to boost the desired intuition directly within System 1 

(e.g., Milkman et al., 2009).  
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Emerging evidence in the logical reasoning field also suggests that spontaneous differences in the 

strength of sound “logical” intuitions might be associated with individual differences in cognitive capacity 

(Raoelison et al., 2020; Schubert et al., 2021; Thompson, 2021; Thompson et al., 2018). That is, people 

higher in cognitive capacity might have automatized the logical operations better and developed more 

accurate intuitions (Thompson et al., 2018). Consequently, rather than predicting how good one is at 

deliberately correcting faulty intuitions, cognitive capacity would predict how likely it is that a correct 

intuition will dominate from the outset in the absence of deliberation (Raoelison et al., 2020).  Although 

promising, this finding will require further testing (e.g., Thompson & Markovits, 2021) and generalization 

to different fields.  

 

4.3 Deliberation issues 

 

 The deliberation component of the working model will also need further development. I noted 

that deliberation can take many forms. It will be important to specify these and their potential interaction 

in more detail. For example, one may wonder about the link between suppression and justification. Do 

we ever suppress an intuitive response without a justification? That is, do we need an explicit argument 

or reason to discard an intuitive response, or is such justification independent of the suppression process 

and does it follow (rather than precede) suppression (Evans, 2019)? More critically perhaps, how are 

deliberative processes instantiated? For example, does the suppression process imply an active 

suppression of a target intuition per se or rather a boosting of the activation level of the competing 

intuition? Alternatively, it has been argued that deliberate suppression can be conceived as a mere 

response delay (Martiny-Huenger et al., 2020). Under this interpretation, the activation level of a 

dominant intuition automatically decays if it is not acted upon (i.e., does not result in an overt response). 

Hence, as long as the reasoner refrains from responding, the mere passive passing of time will guarantee 
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that the activation level of an initially dominant intuition will fall below its competitor. Consequently, it 

would be the act of refraining from responding rather than the suppression of a dominant intuition itself 

that would be demanding. This illustrates how more work is needed to specify the precise instantiation of 

deliberation.  

 Another question concerns the gradual or discrete nature of deliberation engagement (Dewey, 

2021, 2022). In the current model specification, I focused on the extent of deliberation. The longer the 

uncertainty parameter remains above the threshold, the longer we will remain deliberating. But in 

addition to the question as to how long we will keep deliberating for, one may also wonder how hard we 

will deliberate. How much of our cognitive resources do we allocate to the task at hand? Do we always go 

all-in, in an all-or-nothing manner or do we set the amount of allocated resources more gradually? In 

theory, the amount of deliberation might be determined by the uncertainty parameter. For example, the 

higher the uncertainty parameter (above the threshold), the more resources will be allocated. This issue 

will need to be determined empirically (e.g., see Dewey, 2022) but again illustrates how the current 

working model leads to new questions and can guide future research.  

 Finally, one can also question whether the cost of deliberation is factored into our decision to 

revert to System 1 processing. Imagine that even when we are engaging all our available resources, we 

still do not manage to resolve a conflict between competing intuitions. What do we do when we do not 

readily find a solution to a problem? We cannot deliberate forever so at a certain point we need to stop 

deliberation even when the uncertainty might not have been resolved. Here we presumably need to take 

the opportunity cost of deliberation into account (e.g., Boureau et al., 2015; Sirota et al., 2022). Although 

in a typical experimental study participants only need to focus on the specific reasoning task at hand, in a 

more ecologically valid environment we always face multiple tasks or challenges. Resources spent on one 

task, cannot be spend on another one. If another task is more pressing or more rewarding, we may 

deliberately decide to stop allocating cognitive resources to the current target task. In theory, this 
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opportunity factor may affect the uncertainty parameter. That is, one consequence of not being able to 

solve a problem is that we may lose interest in it and shift to a different challenge. This may be instantiated 

by an overall lowering of the activation strength of the intuitions or the inclusion of an opportunity cost 

factor into the U parameter calculation, for example, which may both decrease the experienced 

uncertainty. Hence, bluntly put, the longer a deliberation process takes, the less we may bother about it. 

These suggestions are speculative but they illustrate how research on the opportunity cost of deliberation 

can be integrated into the model.  

 

4.4 Multiple, one, or no intuitions  

 

 The current model focuses on the paradigmatic case in which a reasoner is faced with two 

competing intuitions. As I noted, in theory, the model can be extended to situations in which no, one,  or 

more than two intuitions are cued. In the latter case, the uncertainty parameter might focus on the 

absolute difference or strength variability of the different intuitions. The more similar in strength they are, 

the higher the uncertainty. In case there is no intuitive response cued, its strength will obviously be zero. 

Consequently, the uncertainty will be maximal and the reasoner will be obliged to look for a deliberate 

response. However, note that in practice, these cases have received little or no empirical testing in dual 

process studies. For example, rather than variability per se, uncertainty might be determined by the 

distance between the strongest intuition and its competitors. Imagine that in a first case three competing 

intuitions have strength levels .9, .1, .1, and in a second case .9, .9., .1. In both cases the average strength 

deviation (e.g., standard deviation) will be the same but uncertainty and need for deliberate judication 

might be higher in the second case. Likewise, although it is generally assumed in the dual process literature 

that the absence of an intuitive cue will necessarily imply activation of System 2 (e.g., Kahneman, 2011; 

Evans & Stanovich, 2013; Stanovich, 2011), this activation might also depend on the perceived opportunity 
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cost of deliberation (Shenhav et al., 2021).  Future dual process research will need to pay more empirical 

attention to these a-typical cases.  

Finally, the working model’s uncertainty monitoring account also applies when only one intuition 

is cued. In this case the difference factor will equal the intuition’s strength. If the strength is high, the 

uncertainty will be low and the cued response can be selected without further deliberation. A weaker 

intuition will result in a higher uncertainty, which increases the likelihood that the deliberation threshold 

is crossed, and System 2 is called upon. Here the working model fits well with recent accounts that 

examine the role of metacognition in reasoning (i.e., so-called “metareasoning”, e.g., Ackerman & 

Thompson, 2017; see also Baron, 1985, for a related older suggestion). The basic idea is that an intuitive 

response is always accompanied by an intuitive confidence judgment (i.e., the so-called “feeling of 

rightness”, Ackerman & Thompson, 2017). This confidence level would then determine deliberation 

engagement (i.e., the lower the confidence, the higher the deliberation probability). In essence, this 

process serves the same role as the uncertainty monitoring in the current working model and it might be 

worthwhile to integrate the accounts further.   

 

4.5 links with other fields 

  

 Some of the challenges that the working model tries to address show interesting similarities and 

connections with ongoing developments in other fields such as work on the automatic triggering of 

cognitive control (e.g., Algom & Chajut, 2019), mental effort allocation (e.g., Kool & Botvinick,  2018; 

Shenhav et al., 2021), or computational modeling of changes-of-mind in perceptual decision making (e.g., 

Stone et al., 2022; Turner et al., 2021). Although these fields have typically focused on lower-level tasks 

than dual process models of reasoning–and have remained somewhat isolated from this literature–the 
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working model might allow us to integrate both which can offer some guidance for the further 

development of dual process models of higher-order cognition5.   

For example, research on the engagement of cognitive control in tasks such as the Stroop (e.g., 

name the ink color in which a color word is written), has indicated that various processes that had long 

been considered the hallmark of deliberate controlled processing can also operate automatically (e.g., 

Desender et al., 2013; Jiang et al., 2018; Linzarini et al., 2017). These findings have resulted in broader 

theoretical advances that indicate how core control mechanisms can also be achieved through low-level 

associative mechanisms (Abrahamse et al., 2016; Algom & Chajut, 2019; Braem & Egner, 2018). Hence, as 

in the dual process literature, there seems to be a tendency to move from an exclusive to a non-exclusive 

view on elementary control processes (e.g., see also Hassin, 2013, for a related point on conscious and 

unconscious processing). 

 Likewise, the field of mental effort allocation has long studied the motivational aspects of 

deliberate control (e.g., Kool & Botvinick,  2018; Shenhav et al., 2017, 2021). Here, the decision to engage 

effortful controlled processing in a cognitive task is modeled as a function of the likelihood that allocation 

of control will result in the desired outcome and the weighing of the costs and benefits of allocating 

control to the task. Such a framework might be highly relevant for the integration of an opportunity cost 

factor in dual process models of reasoning (Sirota et al., 2022).  

 In the same vein, research on so-called  “changes-of-mind” (Turner et al., 2021; Evans et al., 2020; 

van den Berg et al., 2016; Resulaj et al., 2009) can be inspirational. Scholars in this field try to explain when 

and how participants will revise perceptual decisions (e.g., whether or not a stimulus was perceived). For 

example, you initially might infer that an “X” was briefly flashed on screen but milliseconds later revise 

this answer and decide it was a “Y”. Various computational models that make differential assumptions 

                                                           
5 Vice versa this could also help to scale-up models focusing on more elementary low level cognition tasks to higher-
level reasoning about morality, cooperation, and logic, for example.  
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about whether an increase in the activation level of one decision automatically implies an activation 

decrease of its competitor or whether such activation necessarily decays over time, have been developed 

and can be contrasted (e.g., Pleskac & Busemeyer, 2010; Usher & McCLelland, 2001). Integration of this 

modeling work might be useful for the further fine-grained specification of the intuitive activation 

component of the working model.    

 

4.6 Computation issues 

 

 The present working model is intended to serve as a first, verbal model of core processes and 

operating principles. It does not present a computational model that specifies how the operations are 

calculated and what processes ultimately underly System 1 or the generation of intuitions. However, such 

a specification or integration is not impossible. For example, Oaksford and Hall (2016) showed how a 

probabilistic Bayesian approach might in theory be used to model conflict between competing intuitions 

and the generation of “logical” (or alleged System 2) intuitions in classic reasoning tasks. Oaksford and 

Hall gave the example of a  base-rate neglect task in which base-rate information (e.g., a sample with 995 

men and 5 women) can conflict with information provided by a stereotypical description (e.g., a randomly 

drawn individual from the sample is described as someone who likes shopping). Traditionally it is assumed 

that the description will cue an incorrect intuitive response (i.e., the randomly drawn individual is most 

likely female) and that taking the base-rate information into account will require System 2 deliberation. 

Oaksford and Hall demonstrated how both might be done intuitively in System 1 by an unconscious 

sampling of probability distributions. In a nutshell, probabilities are represented as probability density 

functions in the model (e.g., Clark, 2013). Different cues in the problem information (e.g., base-rates and 

the description) will give rise to a probability distribution of possible values. The first cue that is 

encountered (e.g., base-rates) will give rise to a prior distribution. The second cue (e.g., description) will 
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modify this to a  posterior probability distribution. A decision is then made by sampling values from these 

distributions. In essence, this unconscious process of probability distribution sampling would ultimately 

underly System 1 processing.  Although such an account would need to be generalized to other tasks and 

domains, it indicates that a more fine-grained computational account is not a mere promissory note. In 

theory, the underlying computational model can be specified and tested. This remains an important 

challenge for the current working model. At the same time, it also underscores the value of a verbal 

working model. If our theories maintain that a response is out of reach of the intuitive system, there is no 

point in trying to model how such a response can be intuitively instantiated either.    

 

4.7 Dual schmosses?  

 

 This paper pointed out that there is little empirical and conceptual support for foundational dual 

process assumptions and presented a revised working model to address these challenges. However, given 

the empirical and conceptual dual process issues, one might be tempted to draw a radically different 

conclusion. That is, rather than to try building a more credible version of the framework, shouldn’t we 

simply abandon the dual process enterprise of splitting cognition into a fast and slow system altogether? 

This critique can be read and targeted at multiple levels. First, various scholars have long questioned dual 

process models (e.g., Gigerenzer & Regier, 1996; Keren & Schul, 2009; Osman, 2004; Melnikoff & Bargh, 

2018). Often this is accompanied by a call to switch to so-called single process models (e.g., Kruglasnki & 

Gigerenzer, 2011; Osman, 2004). As I noted in the introduction, both single and dual process models focus 

on the interaction between intuition and deliberation. But whereas single process proponents believe 

there is only a quantitative difference between intuition and deliberation (i.e., the difference is one of 

degree, not kind),  dual process theorists have traditionally argued for a qualitative view on this difference 

(e.g., see Keren & Schul, 2009, and De Neys, 2021, for review). Bluntly put, whereas the qualitative view 
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sees intuition and deliberation as running on different engines, the quantitative view entails they run on 

one and the same engine that simply operates at different intensities. My main argument was orthogonal 

to this specific issue and I therefore used the fast-and-slow dual process label as a general header that 

covers both the qualitative and quantitative interpretation. The simple reason is that single process 

models also differentiate between intuitive and deliberate processing and posit that some responses 

require more deliberation than others (e.g., Kruglanski & Gigerenzer, 2011). At one point we may be at 

the intuitive end of the processing scale and will need to decide whether we need to move to the more 

deliberate end, and invest more time and resources (e.g., whether or not we hit the gas pedal and let the 

engine run at full throttle). Hence, quantitative single process models face the same switch issue as their 

qualitative rivals. Any solution will require them to drop exclusivity and postulate that responses that can 

be computed when we’re at the deliberate extreme of the processing scale, can also be computed when 

we’re at the intuitive end. In short, the issues outlined here are not solved by simply moving from a 

qualitative to a quantitative single process view on intuition and deliberation.  

 Another possible general critique of the dual process approach has to do with the specific reading 

of the “System” label (e.g., Oaksford & Chater, 2012). Dual process models are also being referred to as 

dual system models. These labels are often used interchangeably (as in the present paper) but sometimes 

they are used to refer to a specific subclass of models. For example, some dual process models are more 

specific in their scope, others more general (Gawronski & Creighton, 2013). The more specific models are 

developed to account for specific phenomena or tasks, the more general ones are intended to be more 

integrative and apply to various phenomena. Some authors use the system label to specifically refer to 

the latter, more general models (e.g., Smith & Decoster, 2000; Strack & Deutsch, 2004). One critique of 

dual process models has to do with this general “System” interpretation. One may argue that although 

intuitive and deliberate processing in various domains might bear some phenomenological family 

resemblance, they ultimately share no common core. For example, “System 1” processing in moral 
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reasoning might have nothing to do with “System 1” processing during prosocial decision-making or logical 

reasoning. Hence, rather than positing a general intuitive and deliberate processing type, we may have 

subsets of more intuitively and deliberately operating processes that are at play in different tasks. This is 

a valid point but it is ultimately independent of the issue addressed here. That is, even if there are domain 

or task-specific intuitive and deliberate processes at play, we still need to explain how we switch from one 

to the other in the specific task at hand. Hence, the classic “System” view is not the problem here. This 

does help to underscore that the processing details (e.g., the precise value of the deliberation threshold) 

of the working model may vary across domains (or even tasks). The point is that its core principles (e.g., 

non-exclusivity, monitoring, feedback component) will need to apply if we want to account for the switch 

process in any of these individual domains (or tasks).  

 Finally, one may also wonder whether the central dual process switch issue is simply an 

instantiation of the more general challenge of deciding when to stop a calculation. That is, imagine that 

all human cognition is deliberative in nature. Even in this case where there is never an 

intuition/deliberation switch decision to make, we would still need to decide whether to keep on 

calculating or stop and make a stab at the answer in the light of the deliberate calculations we already 

made.  As I noted (4.5), this “stop” question is specifically examined in work on mental effort allocation 

and might be especially useful to integrate an opportunity cost factor into the working model (e.g., Sirota 

et al., 2022). However, is this all we need? I believe it is important to highlight that dual process models 

typically focus on a slightly different situation. That is, rather than deciding whether or not to spend (more) 

resources to get to an answer per se, they deal with cases in which a plausible, salient answer is intuitively 

cued from the outset before we spend any effort at all. The question is whether there is a need to go 

beyond this first hunch. Do we need to start deliberating if we are instantly repulsed by a moral option, 

feel that it’s better to share with others than to make more ourselves, or have a positive first impression 

of a job candidate?  Whether such a switch decision can be accounted for by the same mechanism as the 
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general calculation or deliberation “stopping” machinery is ultimately an empirical question. At the very 

least it will require us to examine and account for the switching in the specific situations that dual process 

models envisage. Developing a revised account that provides a viable specification of the postulated 

intuition/deliberation switch mechanism should always be useful here. Clearly,  if the dual process model 

doesn’t specify a switch account yet, there is no point in contrasting it with other “switch” approaches. 

Hence, even if one questions the idea that we can distinguish more intuitive and deliberate processing in 

human cognition and favors an alternative account, it is paramount to request dual process theorists to 

develop the best possible specification of the core “fast-and-slow” switch mechanism. The point is that 

this will allow for a more informative contrast with possible rival accounts. Put simply, if we want to know 

whether NFL players have a better physique than basketball players, we should test them against NBA 

players rather than players from the local recreational team. To avoid any confusion, my point is not that 

the current working model provides the best possible dual process specification (or that it’s the LeBron 

James of dual process theory), but that it is sensible to strive for the best possible version of the 

framework.  

  

5. CONCLUSION 

 

In the last 50 years dual process models of thinking have moved to the center stage in research 

on human reasoning. These models have been instrumental for the initial exploration of human thinking 

in the cognitive sciences and related fields (Chater, 2018; De Neys, 2021). However, it is time to rethink 

foundational assumptions. Traditional dual process models have typically conceived intuition and 

deliberation as generating unique responses such that one type of response is exclusively tied to 

deliberation and is assumed to be beyond the reach of the intuitive system. I reviewed empirical evidence 

from key dual process applications that argued against this exclusivity feature. I also showed how 
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exclusivity leads to conceptual complications when trying to explain how a reasoner switches between 

intuitive and deliberate reasoning. To avoid these complications, I sketched an elementary non-exclusive 

working model in which it is the activation strength of competing intuitions within System 1 that 

determines System 2 engagement.  

It will be clear that the working model is a starting point that will need to be further developed 

and specified. However, by avoiding the conceptual paradoxes that plague the traditional model, it 

presents a more viable basic architecture that can serve as theoretical groundwork to build future dual 

process models in various fields. In addition, it should at the very least force dual process theorists to 

specify more explicitly how they address the switch issue. In the absence of such specification, dual 

process models might continue to provide an appealing narrative but will do little to advance our 

understanding of the interaction between intuitive and deliberate— fast and slow—thinking. It is in this 

sense that I hope that the present paper can help to sketch the building blocks of a more judicious dual 

process future.  
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